Using Retrieval Augmented Generation and Knowledge Graphs to Understand Climate Obstruction
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*Abstract*—Climate change is one of the most serious crises the human race has ever faced. However, unlike previous crises such as the destruction of the ozone layer, the world has not come together to address the issue. At times this has been blamed on poor science communication. However, social scientists have realized that in reality the primary problem is that large corporations with vested interests in fossil fuels have orchestrated a campaign of disinformation and obfuscation which social scientists have labelled Climate Obstruction. This project is an attempt to collect the various resources (e.g., papers, databases, news articles) about Climate Obstruction into a knowledge graph using a Large Language Model as the user interface via a Retrieval Augmented Generation architecture. At a minimum, such a system provides a tool for researchers to have all the data in one location accessible via a natural language user interface. A long term goal is to use the rigor and logical foundation of the knowledge graph defined on a logical model using the Web Ontology Language (OWL) to rigorously define climate obstruction models that can be tested against data. I.e., to make the social science behind the analysis of Climate Obstruction a truly rigorous science. The current system is a proof of concept prototype. It provides useful functionality, but the team has not yet acquired the funding required to host the system on the Internet. All that is lacking, however, is the funding. The system utilizes resources such as the AllegroGraph graph database, the Open AI API, and the streamlet.io user interface that are supported in hosted environments such as Amazon Web Services and Microsoft Azure. The system runs as an Internet system already, all that is needed are some basic resources to support hosting the system.
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# Introduction

Climate change is one of the most serious crises the human race has ever faced. However, unlike previous crises such as the destruction of the ozone layer, the world has not come together to address the issue. At times this has been blamed on poor science communication [1] [2]. However, social scientists have realized that in reality the primary problem is that large corporations with vested interests in fossil fuels have orchestrated a campaign of disinformation and obfuscation which social scientists have labelled Climate Obstruction [3].

The goal of this research is to develop a Neurosymbolic (NS) model [4], [5] of the theory defined in [3]. An NS model combines two different techniques to represent meaning. The Web Ontology Language (OWL) utilizes symbolic representation and logic. LLMs model language using embeddings in a huge vector space created by the probabilistic analysis of terabytes of text.

There are several reasons such a model and knowledge graph can benefit researchers. In the short term, it serves as one central portal to find documents related to climate obstruction that can be queried and used to develop arguments, charts, etc. using a LLM. That is the primary goal of this project.

The longer term goal is to provide an example of a new way to approach the social sciences. We are creating another form of the model described in [3]. A model that should eventually be able to make falsifiable predictions. The Description Logic of the Web Ontology Language (OWL) provides a formal model of the Climate Obstruction model. Such a model has many benefits over a model only defined with words. An OWL model is a mathematical model just as any model in science. We can use the reasoner to prove that there are no logical errors in the model and to infer additional data based on the logical axioms.

In addition, the ability of an LLM to model meaning of text as vector space offers a completely different type of analysis using statistical probabilities which work better for much real natural language than any formal model.

As an example, the book defines a process model for the flow of various forms of influence. By creating a formal model we can analyze data and see if we can recognize the kind of patterns of influence flow.

Section II describes the methods and tools that we utilized. Section III describes our results, lessons learned from this work, and plans for the future.

References to names of OWL entities, Python functions and objects, and any other technical name are written in Courrier New 10 font. All of the code and the ontology are available via an open source license and can be found at our GitHub site: [6].

# Methodology

## Retrieval Augmented Generation (RAG)

Retrieval Augmented Generation (RAG) is an architecture that allows the system to utilize the semantic embedding and NLP understanding and generation of an LLM while using a curated corpus of documents as the knowledge-base rather than the default neural network of the LLM [7], [8]. The advantage of a RAG architecture is that for a specific domain, it addresses the two most significant issues with LLMs: black-box reasoning and hallucinations. A standard LLM does not know what it knows. It is not the case that understanding the reasoning of an LLM is simply difficult, it is as of 2025 an unsolved problem [9], [10]. This lack of explicit knowledge representation is the cause for both hallucinations and black-box reasoning. Black-box reasoning results because although an LLM can find sources to support its conclusion, those sources are post-hoc rationalizations. As demonstrated by [9], the specific cells and values that resulted in an LLM response are simply not accessible. This is also the cause for hallucinations. A standard LLM has no way to evaluate how strong a response is because it does not have access to the knowledge that was used to generate the response and hence has no way to evaluate whether that knowledge was a good match for the question. The RAG architecture solves both of these problems by substituting a curated corpus of documents for the domain knowledge of the LLM. Of course, as with any architectural decision there is a trade-off. An LLM has an incredible breadth of knowledge. A RAG system is much more narrow and typically focused on a fairly narrow domain such as customer support for a specific product or a specific sub-domain of medicine such as dental materials [11].

## Neurosymbolic Modeling

Neurosymbolic modeling refers to the integration of embedded vectors created by tools such as the Open AI API with knowledge graphs based on standards such as the Web Ontology Language (OWL) [4] [5].

## Data Pipeline

A RAG system takes advantage of the architecture of LLMs that is defined by various services that can be used individually. E.g., the ability to define meaning for text as vectors in a large neural network vector space. The RAG architecture consists of two systems: the data pipeline and the run-time architecture. The data pipeline is displayed in Figure 1. It must be run before the system can be used.

The first step in the data pipeline is scraping web sites using Python libraries such as … to create CSV files. Rows in these files correspond to web sites and documents and the columns are headers such as abstract, introduction, conclusion, as well as domain specific headings such as jurisdiction for litigation databases and CAP code for databases about violations of advertising standards in the United Kingdom. In step two, we transform the CSV files in to knowledge graph objects. In this stage we do a direct transformation from column headings in the CSV files to data properties in the knowledge graph. This is similar to the Extract

Load Transform (ELT) model that distinguishes data lakes from Extract Transform Load (ETL) of data warehouses. The result is many new OWL instances with mostly string data properties.

In the third steps we create vectors for many of the string data properties. These vectors model the meaning of each string in a way that the LLM can understand so that the LLM can utilize these strings when creating answers to questions.

In step four we post process the objects created in step two. We turn certain strings into links to objects that we create or find. This process is known as transforming “strings to things” [12]. For example, we use the AllegroGraph Free Text Index (FTI) [13] to analyze the text strings that we generated vectors for and find references to entities such as organizations, places, events, etc. The FTI uses basic NLP tools such as stemming and bag of words to find matches from small phrases (one to ten words) and map them to the labels (which include skos:altLabel, skos:prefLabel, as well as rdfs:label) of entities in the knowledge graph. Such references create new has\_Topic property values. This property is an annotation property because text from the corpus can refer to classes (e.g., the Greenwashing class, which is a subclass of Communication and Event). Another example of this type of transformation is transforming the author strings from the meta-data for journal articles, web pages, etc. to objects. For this transformation we utilize the Nameparser python library [14]. We utilize a semicolon as the delimiter. Virtually all of the corpus documents that had authors used a semi-colon to delimit the names and the few that didn’t we first post processed so that they did. Nameparser allows us to parse through all the author names and separate them by first and last name. In addition, the HumanName Python class in Nameparser allows us to handle prefixes, initials, and hyphenated names. After the names are parsed and sorted, we search to see if an author with the same first and last name exists in the knowledge graph. If one does then we add an object property called has\_Author that points from the document to the author object. If one doesn’t exist it is created and the property value is asserted on it. We run the reasoner after transforming all the strings which adds additional data. E.g., in the case of authors it adds the inverse value is\_Author\_Of that points from the author to the document.

Once we have run the data pipeline we can use the RAG system. Although we will need to regularly re-run the pipeline to add new instances to the knowledge graph and vectors for new text strings.

## Run-time Architecture

Figure 2. shows the run-time architecture. The user enters questions via the streamlet user interface. Streamlit is a Python servlet user interface library. The user enters a question that is passed on to the Open AI API to create a vector for the question. That vector is matched to existing vectors in the system using a cosign nearest neighbor function. This is passed on to the Open AI API using the magic property llm:askMyDocuments. That finds the vectors in the Neurosymbolic knowledge base that are within the parameters specified as part of the SPARQL query. One parameter determines the maximum number of answers. The default is seven. The other is a floating point number that determines how close a match counts as a good match. This must be a number between zero and one. The default is 0.7. The matching text strings are sent to the Open AI API to generate a response. This response as well as the document objects and relevant objects to the context of the matching string. An example query will be described in the next section.

# Results and Discussion

The current prototype demonstrates:

1. How the system can be a useful research tool.
2. How defining a Neurosymbolic model can help formalize the theoretical concepts, align them with example data, and in the future make testable predictions.

## A Retrieval Augmented Generation (RAG) Research Tool

Figure 3 shows the user interface.

## Creating a Formal Model

The equations are an exception to the prescribed specifications of this template. You will need to determine whether or not your equation should be typed using either the Times New Roman or the Symbol font (please no other font). To create multileveled equations, it may be necessary to treat the equation as a graphic and insert it into the text after your paper is styled.

Number equations consecutively. Equation numbers, within parentheses, are to position flush right, as in (1), using a right tab stop. To make your equations more compact, you may use the solidus ( / ), the exp function, or appropriate exponents. Italicize Roman symbols for quantities and variables, but not Greek symbols. Use a long dash rather than a hyphen for a minus sign. Punctuate equations with commas or periods when they are part of a sentence, as in:

*a**b* 

Note that the equation is centered using a center tab stop. Be sure that the symbols in your equation have been defined before or immediately following the equation. Use “(1)”, not “Eq. (1)” or “equation (1)”, except at the beginning of a sentence: “Equation (1) is . . .”

## Some Common Mistakes

* The word “data” is plural, not singular.
* The subscript for the permeability of vacuum **0, and other common scientific constants, is zero with subscript formatting, not a lowercase letter “o”.
* In American English, commas, semicolons, periods, question and exclamation marks are located within quotation marks only when a complete thought or name is cited, such as a title or full quotation. When quotation marks are used, instead of a bold or italic typeface, to highlight a word or phrase, punctuation should appear outside of the quotation marks. A parenthetical phrase or statement at the end of a sentence is punctuated outside of the closing parenthesis (like this). (A parenthetical sentence is punctuated within the parentheses.)
* A graph within a graph is an “inset”, not an “insert”. The word alternatively is preferred to the word “alternately” (unless you really mean something that alternates).
* Do not use the word “essentially” to mean “approximately” or “effectively”.
* In your paper title, if the words “that uses” can accurately replace the word “using”, capitalize the “u”; if not, keep using lower-cased.
* Be aware of the different meanings of the homophones “affect” and “effect”, “complement” and “compliment”, “discreet” and “discrete”, “principal” and “principle”.
* Do not confuse “imply” and “infer”.
* The prefix “non” is not a word; it should be joined to the word it modifies, usually without a hyphen.
* There is no period after the “et” in the Latin abbreviation “et al.”.
* The abbreviation “i.e.” means “that is”, and the abbreviation “e.g.” means “for example”.

An excellent style manual for science writers is [7].

# Conclusion and Recommendations

After the text edit has been completed, the paper is ready for the template. Duplicate the template file by using the Save As command, and use the naming convention prescribed by your conference for the name of your paper. In this newly created file, highlight all of the contents and import your prepared text file. You are now ready to style your paper; use the scroll down window on the left of the MS Word Formatting toolbar.

## Authors and Affiliations

**The template is designed for, but not limited to, six authors.** A minimum of one author is required for all conference articles. Author names should be listed starting from left to right and then moving down to the next line. This is the author sequence that will be used in future citations and by indexing services. Names should not be listed in columns nor group by affiliation. Please keep your affiliations as succinct as possible (for example, do not differentiate among departments of the same organization).

### For papers with more than six authors: Add author names horizontally, moving to a third row if needed for more than 8 authors.

### For papers with less than six authors: To change the default, adjust the template as follows.

#### Selection: Highlight all author and affiliation lines.

#### Change number of columns: Select the Columns icon from the MS Word Standard toolbar and then select the correct number of columns from the selection palette.

#### Deletion: Delete the author and affiliation lines for the extra authors.

## Identify the Headings

Headings, or heads, are organizational devices that guide the reader through your paper. There are two types: component heads and text heads.

Component heads identify the different components of your paper and are not topically subordinate to each other. Examples include Acknowledgments and References and, for these, the correct style to use is “Heading 5”. Use “figure caption” for your Figure captions, and “table head” for your table title. Run-in heads, such as “Abstract”, will require you to apply a style (in this case, italic) in addition to the style provided by the drop down menu to differentiate the head from the text.

Text heads organize the topics on a relational, hierarchical basis. For example, the paper title is the primary text head because all subsequent material relates and elaborates on this one topic. If there are two or more sub-topics, the next level head (uppercase Roman numerals) should be used and, conversely, if there are not at least two sub-topics, then no subheads should be introduced. Styles named “Heading 1”, “Heading 2”, “Heading 3”, and “Heading 4” are prescribed.

## Figures and Tables

#### Positioning Figures and Tables: Place figures and tables at the top and bottom of columns. Avoid placing them in the middle of columns. Large figures and tables may span across both columns. Figure captions should be below the figures; table heads should appear above the tables. Insert figures and tables after they are cited in the text. Use the abbreviation “Fig. 1”, even at the beginning of a sentence.

1. Table Type Styles

| Table Head | Table Column Head | | |
| --- | --- | --- | --- |
| Table column subhead | Subhead | Subhead |
| copy | More table copya |  |  |

1. Sample of a Table footnote. (*Table footnote*)
2. Example of a figure caption. (*figure caption*)

Figure Labels: Use 8 point Times New Roman for Figure labels. Use words rather than symbols or abbreviations when writing Figure axis labels to avoid confusing the reader. As an example, write the quantity “Magnetization”, or “Magnetization, M”, not just “M”. If including units in the label, present them within parentheses. Do not label axes only with units. In the example, write “Magnetization (A/m)” or “Magnetization {A[m(1)]}”, not just “A/m”. Do not label axes with a ratio of quantities and units. For example, write “Temperature (K)”, not “Temperature/K”.
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